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Instruction: put the gold vase into safe.
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You arrive at cabinet 1.

cabinet 1 is closed.

Your task is to: Put a

pan on the dining table
Your task is to:...

Text State + Task
Visual State + Task

Parallel TextWorld
(Textual Env.)

clean apple 1
with basin 11

2

3

Welcome to the TextWorld!
Your task is to: put a ...
...
You arrive at loc 2. On the
table 1, you see knife 1,
apple 1, cup 1...
> take apple 1 from table 1
You pick up the apple 1 from
the table 1.
...
You arrive at loc 4. On the
basin 1, you see ...
> clean apple 1 with basin 1
You clean the apple 1 using
the basin 1.
...
...
You open the fridge 1. The
fridge 1 is open. In it, you
see egg 1, cup 2 ...
> put apple 1 in/on fridge 1

LLM Agent in TextWorld

take apple 1
from table 1

put apple 1
in/on fridge 1

Instruction: put a clean apple on fridge.
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The action taken by VLM agent The action taken by LLM agent Target object
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Alignment with the Dynamics of Visual Environments

• Grounding vision-language 
models (VLMs) pretrained on 
static image-text pairs as multi-
model agents necessitate the 
alignment with the dynamics of 
visual environments.

• LLMs from Parallel TextWorld 
can provide accurate feedback 
to finetune VLMs for aligning 
with dynamic environments.

Imitation Learning between a VLM student and an LLM teacher

• Cross modality imitation in every interaction step via DAgger + Direct Preference Optimization
• The student’s action is negative.
• The teacher’s action is positive.

New SOTA and Qualitative Results on Visual ALFWorld Testing Environments
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